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Abstract

Over the past decade the production of tight oil and shale gas signiÞcantly increased
in the United States. This paper examines how this energy boom has a!ected regional
crime rates throughout the country. We Þnd positive e!ects on rates of various property
and violent crimes in shale-rich counties. In 2013, the cost of the additional crimes in the
average treatment county was roughly $2 million. These results are not easily explained
by shifts in observed demographics like gender and age. There is however evidence
that people with criminal records (registered sex o!enders) moved disproportionally to
shale-boom towns in North Dakota. We also document a rise in income inequality (a
postulated determinant of criminal activity) that coincides with the timing of the energy
boom. Policy makers in boom towns should anticipate these crime e!ects and invest in
public infrastructure accordingly.
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1 Introduction

In the early 2000Õs, the exploration and production of oil and gas sharply increased in the

United States. While some of the increased production was arguably due to high oil and

gas prices, it is largely due to advancements in horizontal drilling and hydraulic fracturing

technology that made the extraction of shale gas and tight oil deposits economically feasible.

From 2000 to 2012, U.S. tight oil production increased from .35 to 2.5 million barrels of oil

per day. Production of shale gas followed a similar trend. Over the same period production

of shale gas increased from 2 to 30 billion cubic feet per day1.

The direct economic e!ects of resource booms and the shale boom in particular have been

studied in the existing literature (see for example Black, McKinnish and Sanders, 2005; Weber,

2012; Allcott and Keniston, 2014). Generally, this literature Þnds that resource booms attract

labor, decrease unemployment rates and inßate local wages. However, much less attention has

been given to the economic and social externalities associated with resource booms. This

paper considers one such externality: crime.

This is a timely subject to consider as recent publications in popular media outlets have

raised concerns that regional resource booms in places like North Dakota and Montana have

fueled epidemics of crime. In a New York Times article titled ÒAn Oil Town Where Men are

Many and Women Are HoundedÓ John Eligon writes:

Jessica Brightbill, a single 24-year old who moved here [Williston, North Dakota]

from Grand Rapids, Mich., a year and a half ago, said she was walking to work at

3:30 in the afternoon when a car with two men suddenly pulled up behind her. One

hopped out and grabbed her by her arms and began dragging her. She let her body

go limp so she would be harder to drag. Eventually, a man in a truck pulled up and

began yelling at the men and she got away, she said. The episode left her rattled.

1See Appendix Figure A1 for a graphical description of unconventional oil and gas production from 2000
to 2012.
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Such news stories are not rare. Writing for CNN Money, Blake Ellis describes, for example,

the apparent inßux in criminal activity in Williston, North Dakota. He writes that ÒIn a single

month this summer [2011], the [police] department received 1,000 callsÑcompared to the 4,000

calls it received in the three-year period between 2007 and 2009.Ó There is a lack of consensus

among policy makers though, that energy booms attract or produce criminal activityÑin

North Dakota let alone elsewhere. While the North Dakota State Attorney General, Wayne

Stenehjem, acknowledges that crime has recently increased in North Dakota, he argues that

there has been a proportional increase in population and that crime rates have not changed

(Michale, 2011).

Comprehensive and systematic studies documenting the relationship between a booming

resource sector and criminal activity are surprisingly scant. To the best of our knowledge, the

existing relevant literature is limited to case studies or regional examinations raising questions

of external validity. Putz et al. (2011) fail to Þnd unconditional evidence that resource

booms led to higher rates of crime in North Dakota.2 and Louisiana (Luthra, 2006), though

some evidence that the recent gas boom has created crime in Sublette, Wyoming (Ecosystem

Research Group, 2009). A report by the Pennsylvania State University Justice Center for

Research Þnds no evidence that the recent increase in shale gas extraction in Pennsylvania

has led to increased crime rates. However, the authors of this study note that Ò...it is di"cult

to detect strong trends within such a short time period [e.g., 2006-2010] and any observed

changes may be due to natural variationÓ (Kowalski and Zajac, 2012). Using a cross section

of mountain-western counties, and couched within a broader examination of the long-term

consequences of natural-resource specialization, Haggertyet al. (2014) Þnd some evidence

that energy booms are correlated with elevated crime rates. However, their analysis does not

di!erentiate between di!erent types of crimes and given the static nature of their data, does

not control for possible unobserved confounding factors.

2The report by Putz et al. describes crime rates in so-called ÒoilÓ counties in North Dakota from 1980 to
2005. Though the oil boom in the Bakken started post 2005.
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Earlier research examining the criminal impact of resource booms o!ers a mixed bag of

evidence as well. Couttenier et al (2014) Þnd evidence of persistently higher murder rates in

19th century boomtowns if the discovery was made before the state was established, lending

support to the importance of initial institutions. Brookshire and DÕArge (1980) Þnd little to

no evidence that the resource boom in Rock Springs Wyoming in the 1970s elevated local

crime rates. Freudenburg and Jones (1991) review this earlier literature and argue that while

case studies support the idea that boom towns are dangerous places to live, cross sectional or

otherwise aggregated studies o!er inconclusive evidence. They conclude that ÒAs is almost

always the case, further research would be desirable, although the feasibility of some of the

desired research may remain quite low until the next time a dramatic surge in commodity

prices leads to the creation of new boomtowns.Ó

Using county-level data in all U.S. states across 14 years (2000 to 2013) this paper uniquely

examines how the recent shale energy boom has a!ected regional crime rates. Using a

di!erence-in-di!erences approach, we exploit the plausibly exogenous geographic distribu-

tion of abundant shale deposits. We Þnd signiÞcant positive e!ects on rates of aggravated and

simple assault, larceny, and grand theft auto. More modest e!ects are found for both burglary

and forcible rape. These e!ects are substantially larger in less-densely populated areas and in

the mountain west region, where the shale boom has been most prominent.

Verifying the cause of the documented rise in criminal behavior is ultimately beyond the

scope of this paper. We do however explore the plausibility of a few likely suspects. Police per

capita in treatment counties remained relatively unchanged throughout the sample period.

There is also little evidence that shifts in demographics (the percent of the population that

is male or young) explain our Þndings. Examining the migratory behavior of convicted sex

o!enders living in North Dakota indicates that boomtowns heterogeneously attract people

previously convicted of (sexual) felony o!enses. While shale-rich counties have a large and

disproportionate number of sex o!enders living in them, the majority of these o!enders were
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registered prior to moving to North Dakota.3 This suggests that, perhaps due to low prevailing

unemployment rates, registered sexual o!enders, and perhaps convicted felons more generally,

move disproportionally to boomtowns. We also document a marked rise in income inequality

that is speciÞc to treatment counties that coincides with the timing of the shale-energy boom.

SpeciÞcally, by the end of the sample period (2013), we estimate that the shale boom generated

a 10% increase in income inequality in treatment counties (measured using a county-level Gini

Coe"cient). This is an interesting result, especially in the context of an extant literature that

has linked income inequality to both property (Becker, 1968) and violent (Kelly, 2000) crimes.

This paper o!ers policy implications for optimal resource management in the U.S. Local

policy makers should anticipate a rise in crime following a resource boom. To the extent

that crime may be averted through adaptation and learning, such as locking ones doors and

walking in pairs late at night, an information campaign warning the public of elevated levels

of risk may be a fruitful crime-Þghting strategy. One speculative concern is that a resource

boomÑvia induced criminal behavior and subsequent heterogeneous labor migrationÑmay

facilitate a drain of human and physical capital and could propagate a long-term resource

curse.

2 Theoretical Motivation

There is of course a large economic and sociological literature that examines the causes of

both violent and property crimes. Here we discuss a (surely non-exhaustive) set of theories

that may explain why booming natural-resource sectors might be matched by rising crime

rates.

The seminal work of Gary Becker (1968) treats criminals as rational economic agents

3Berger and Beckmann (2009) similarly document more sexual o!enders living in energy-rich counties in
parts of Montana and Wyoming. We extend their work by considering the prevalence of sex o!enders living
in all North Dakota counties (Berger and Beckmann use a panel of 9 counties, 3 of which are resource rich).
Additionally, the nature of the data we use in our analysis allows us to distinguish between ÒdomesticÓ and
ÒmigrantÓ sexual o!enders.
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that weigh the beneÞt of committing a crime against the expected costÑthe product of the

probability of being caught and the associated punishment. It follows that increasing the

probability of being caught and increasing the resulting punishment may e!ectively reduce

crime rates. The corresponding empirical literature largely supports this theory. For example,

there is evidence that increasing the number of police o"cers per person decreases crime rates

(Marvell and Moody, 1996; Levitt 2004; Di Tella and Schargrodsky, 2004). A booming resource

sector is likely to inßate local wages and attract foreign labor to both the resource and the

non-traded (service) industries. In the absence of a proportional increase in police o"cers,

this reduces the number of police per capita and thus increases the probably of getting away

with a crime. According to this theory, there need not be anything peculiar or especially

criminal about the migrants that move to boom towns, a sudden increase in population alone

is enough to motivate illegal activities.

It is also possible that the types of people that are attracted to boom towns are relatively

prone to illegal behavior. Oil and gas drilling jobs are physically demanding and are especially

attractive to young men. While 20-29 year-olds accounted for 35% of the crimes in 2011, they

represented only 14% of the U.S. population. Similarly, roughly half of the U.S. population

is female, but males accounted for 74% of the crimes committed in 2011.4 In fact, males

typically commit about 90% of violent crimes including forcible rate, robbery and murder.

Illegal activity that results from the demographic shift in boom towns may be aggravated by

the sudden income gains associated with resource booms as young and single men suddenly

have the Þnancial means to use and abuse illicit substances and alcohol and such concerns can

be further compounded by the unusual work schedules that often exist in the energy industry,

e.g., 14 days on and 7 long and boring days o! (Carrington, Hogg and McIntosh, 2011).

Beyond criminal activity resulting directly from the demographic distribution of boom

towns, labor shortages, high wages and low levels of unemployment may heterogeneously at-

4Crime data was collected from the Federal Bureau of Investigations 2011 Uniform Crime Statistics and is
available at www.fbi.gov/stats-services/crimestats.
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tract individuals that otherwise face barriers to enter into other labor markets, e.g., those that

are currently unemployed or underemployed and looking for work. Among a host of factors

that determine labor market success rates, a history of drug use and a recorded criminal con-

viction signiÞcantly reduce an individualÕs ability to Þnd employment. In a controlled Þeld

experiment, Pager (2003) Þnds that white convicted felons receive callbacks from a controlled

Þrst-round interview 17% of the time, compared to 34% for their white, un-convicted counter-

parts. There are currently around 12 million ex-felons in the U.S. today, accounting for 9.2%

of the working age male population (Uggen, Manza and Thompson, 2006). Registered sexual

o!enders (RSOÕs) notoriously have di"culty Þnding employment (Tewsbury and Lees, 2006).

Referencing again the seminal work of Becker (1968) and Ehrlich (1973), unequal growth

in income and wealth may increase the expected gains from participating in a property crime,

at least for the so-called Òhave-notsÓ. And crimes resulting from observed income inequality

are not isolated to crimes against property either. According to strain theory, an individual

may be more likely to commit a violent crime when they feel economically or socially alienated

from a majority group (Merton, 1938). There is empirical evidence in favor of the idea that

economic inequality generates violent criminal activity. For example, in a study of urban U.S.

counties, Kelly (2000) Þnds that Òfor violent crime the impact of inequality is large, even after

controlling for the e!ects of poverty, race, and family composition.Ó There is existing evidence

that commodity price booms and resource wealth can increase income inequality both at the

local level and across countries (Gylfason and Zoega, 2003; Loayza, Mier and Teran, 2013).

However, to date we are not aware of any papers (other than the present one) that explicitly

explore whether the shale boom resulted in increased income inequality.

Finally, an established sociological literature has argued that so-called Òsocial disorgani-

zationÓ contributes to regional crime trends. Unlike theories that concentrate on the types of

people that commit crimes, this literature focuses on the types of places that attract, nurture

or maintain criminal activity (Shaw and McKay, 1969; Sampson and Groves, 1989; Krubin
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and Weitzer, 2003). According to Krubin and Weitzer, Òpoverty, residential mobility, ethnic

heterogeneity, and weak social networks decrease a neighborhoodÕs capacity to control the

behavior of the people in public, and hence increase the likelihood of crime.Ó Residential

mobility may play a key role in explaining criminal activity in boom towns as such events are

typically characterized by a sudden inßow (and possibly a corresponding outßow) of migrants.

A loss of social cohesion and control o!ers would-be criminals two advantages. First, it re-

duces the social cost of acting in socially undesirable ways and second, it reduces the risk of

getting caught as people donÕt know each othersÕ names and neighbors are less likely to keep

a watchful eye on the neighborhood (Freudenburg, 1986).

We study a particular type of economic boomÑone based on a booming energy sector.

But of course the relationship between criminal activity and economic booms more generally

have been previously explored. Consistent with the logic of Becker (1968) and Ehrlich (1973),

Freedman and Owens (forthcoming) Þnd that an economic boom (caused by a massive military

installation project in Texas) created incentives for those who did not directly beneÞt from

the economic boom to commit more crimes. They also Þnd that the opposite is true; people

who likely directly beneÞted from the economic boom became less likely to commit a crime.

Bushway (2011) o!ers a nice review of this literature that links economics and labor market

outcomes to crime. Generally, this literature Þnds that individuals with legal employment are

less likely to commit to crimes and that legal earnings substitute for illegal ones (though this

e!ect is relatively small).
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3 Data

3.1 Crime Data

The Federal Bureau of Investigations (FBI) provides agency-level crime statistics as part of

the Uniform Crime Reporting (UCR) program5. The UCR contains information on reported

crimes, not just those for which there was an arrest. The crimes considered in this paper are

those that the FBI refers to as ÒPart 1Ó crimes. These crimes include homicide, rape, robbery,

assault, burglary, larceny and motor vehicle theft.6 See Appendix A for a detailed description

of each o!ense.

The UCR data set is a compilation of self-reported incident tallies by over 16,000 law

enforcement agencies nationwide, which we aggregate to the county level. Some aspects of

this data are problematic. Reporting methods may vary across agencies, although county Þxed

e!ects used in all regressions should largely address this. However the biggest di"culty is that

agencies are not required to report crimes, which can lead to large changes in the number of

crimes reported as agencies either start or stop reporting during the sample period. We address

this problem in three ways, applicable to all regressions in the paper. First, we calculate the

year-on-year percentage change in the count of all crimes for each county-year observation in

the sample, and drop the county for all years if it ever experiences a change that is above

the 99.9th percentile or below the 0.1st percentile. This eliminates the most extreme cases of

changing crime counts that are almost certainly due to reporting discrepancies or other data

problems (which from our inspection is not necessarily the case for all observations above, say,

the 99th percentile). Second, we exploit the fact that UCR does indicate whether an agency

reported in a given year and also assigns a population count corresponding to each agencyÕs

jurisdiction, such that the sum total population of each agency aggregates to the correct

5Crime data from 2000-2012 were collected from the National Archive of Criminal Justice Data.
6The FBI also considers Arson to be a part 1 o!ense, but this paper does not examine this component of

crime due to lack of data.
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county population. We eliminate counties that average less than 50% population coverage

over the sample period, as this indicates especially poor crime reporting7. Third and perhaps

most importantly, in all regressions we include the percentage of county population with full

reporting for each county-year observation. This largely controls for agencies dropping in

and out during the sample period. However, it is not a perfect solution since some agencies

are assigned zero population jurisdiction but still report crimes, although in most cases these

crime counts are relatively insigniÞcant.

3.2 Resource Data

Shale gas and tight oil production began to grow rapidly starting around 2007 (see Appendix

Figure A1).8 National levels of employment in the oil and gas industry reßect this surge in

production. As shown in Figure A2, mining employment began to increase in 2005 and started

increasing more rapidly in 2007. This paper exploits this temporal variation in national min-

ing activity along with the geographic variation in shale formations to identify the causal

relationship between resource booms and criminal activity. Our baseline speciÞcation exam-

ines all U.S. counties and shale plays, though later we will restrict our control and treatment

group to minimize unobserved heterogeneity.

A shale ÒplayÓ is deÞned as ÒA set of known or postulated oil and gas accumulations sharing

similar geologic, geographic and temporal properties such as source rock, migration pathway,

timing, trapping mechanism, and hydrocarbon typeÓ (EIA). Importantly, plays are not deÞned

by the degree of energy exploration or production, but by the geological characteristics of the

formation. This provides us with an exogenous source of variation that allows us to say

something about the causal relationship between energy booms and criminal activity.

7Just over half of the sample observations have 100% reporting, while the mean percentage is 91%.
8There is an important distinction that should be made between shale oil and tight oil. Shale oil is oil that

can be produced from oil shale, though, given current mining technologies, this process is not economically
feasible. The extraction of tight oil can be considered similar to shale or tight gas, gas which is trapped within
porous rock formations.
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Table 1: Description of ÒBooming PlaysÓ

Growth Tight Oil Growth Shale Gas
Play Location (% of Total) (% of Total)
Bakken ND, MT 35.08 1.63
Barnett TX 0 16.33
Bone Spring TX, NM 3.89 0
Eagle Ford TX 35.4 9.97
Fayetteville AR 0 10.65
Haynesville TX, LA -0.05 21.79
Marcellus PA, WV, NY, OH .65 28.71
Niobrara CO, WY 4.25 0
Spaberry TX, OK 12.52 0
Woodford OK 1.07 5.79
Total 92.81 94.87

Notes: ÒGrowth Tight OilÓ and ÒGrowth Shale GasÓ correspond to the absolute change in tight oil and
shale gas production from 2000 to 2012 expressed relative to the increase in production in all plays. DeÞni-
tions of abbreviations are as follows. ND: North Dakota, MT: Montana, TX: Texas, NM: New Mexico, AR:
Arkansas, LA: Louisiana, PA: Pennsylvania, WV: West Virginia, NY: New York, OH: Ohio, CO: Colorado,
WY: Wyoming, OK: Oklahoma. Data for this table was collected from the Energy Information Administration
and is available at: eia.gov/energy in brief/article/shale in the united states.cfm.

Shale plays, or formations, are scattered from California to West Virginia. Not all shale

formations have similar geological features, making some more economically feasible to harvest

than others. The Bakken formation that largely resides in North Dakota and the Eagle

Ford formation in southern Texas together account for the majority of the increase in tight

oil production in the U.S. (60% of the increase in tight oil production from 2000 to 2012).

Conversely, the Marcellus (largely residing in Pennsylvania, West Virginia, New York and

Ohio), Haynesville (in Texas and Louisiana), and Barnett (in Texas) formations account for

over 65% of the increase in shale gas production (EIA, 2014). Figure A3 is a map of 2012 U.S.

shale plays (data for which was collected from the EIA). The dashed plays are those Òbooming

playsÓ described in Table 1. Booming plays attributed to at least 1% of the increase in either

tight oil or shale gas production observed from 2000 to 2012.
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3.3 Population Data

We use census population estimates throughout the paper, including in the construction of

crime rates per 1000 people. One complicating factor for this paper is that the census does

not count workers who are residents of other states in their population Þgures.9 As pointed

out by Hodur & Bangsund (2013), the petroleum boom in North Dakota has brought in

many workers that live in other states or are temporary, and thus may not be counted by the

census. The authors use two di!erent models to estimate a Òservice populationÓ that includes

all workers. In the extreme case of the city of Williston, North Dakota, they estimate a 2012

service population of between 25,349 and 33,547, compared to a census estimate of 14,716.

To remedy this problem we run a robustness check where all crime rates are reconstructed

when substituting total employment10 for population. To take the Williston, North Dakota

example, Williams county (where Williston is located), as of 2012, had a population of 26,697,

but total employment of 39,177. This is an extreme case, and this does not appear to be an

issue in all but a few counties. But to the extent that this discrepancy occurs in shale counties

we should expect crime e!ect estimates to be smaller.

4 Empirical Strategy

We use a di!erence-in-di!erences design to examine the relationship between crime rates and

resource booms. One possible approach would be to deÞne treatment counties based on the

level (or the change in the level) of oil and gas production. This approach o!ers simplicity

and transparency, but raises concerns of endogeneity. While productive oil wells must be

placed above oil deposits (which are exogenously determined), the exact location of oil and

gas wells may be endogenous to economic factors such as property values, income, poverty,

9The Census Bureau deÞnes a personÕs area of residence as that place where an individual Òspends most
of their nightsÓ.

10Total employment data comes from the Bureau of Economic Analysis.
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tax rates, and environmental policies. To take one high-proÞle example, New York banned

fracking in early 2015 (and had previously placed a moratorium on the practice), citing adverse

e!ects on public health. To avoid such potentially confounding e!ects, our main identiÞcation

strategy exploits the spatial variation in oil and gas-rich shale formations as well as the

national temporal variation in shale energy production. SpeciÞcally, we deÞne our treatment

group as the set of counties for which the geographic center lies above one of the major play

formations listed in Table 2.11 All other U.S. counties, subject to restrictions described below,

are controls.

The e!ects of the shale boom over time are estimated with the following equation:
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whereCrimes

i,t

andPop

i,t

are the number of crimes and corresponding population of countyi

in year t, D
i

is an indicator variable equal to one if the center of countyi lies above a booming

play, repshare is the percentage of the population for which crimes were reported (see previous

section), state
i

⇤ t are state-level linear trends,Z
t

are year Þxed e!ects,C
i

are county Þxed

e!ects, andPost

t

is equal to one for all years from 2005 onward.12 We choose 2005 as the break

year primarily because the Energy Policy Act of 2005 controversially included an exemption

for ßuids used in the fracking process from restrictions under the Clean Air Act, Clean Water

Act, and Safe Drinking Water Act, a provision that came to be known as the ÒHalliburton

loopholeÓ. As can be seen in Figure A2, increases in shale gas and tight oil production are

negligible over the Þrst half of the decade and the sharpest increases in production are later in

the decade. Figure A2 shows that mining employment starts to increase indeÞnitely starting

in 2005. � then measures the average conditional di!erence in ln(Crimes/Pop) between

11We ran alternative models in which treatment counties were deÞned by the percent of the county above a
play. This approach yielded similar results and was deemed un-necessary given the small number of counties
that lied partially above a play.

12One of the many robustness checks carried out include changing the event date to 2007. The results, given
in Table A14, are similar to the baseline set of results.
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treatment and control counties after the start of the boom, relative to the di!erence in the

Þve years before the boom.

While the speciÞcation of equation (1) is meant to provide a more powerful statistical test

and single treatment e!ect estimate, we also estimate a more ßexible speciÞcation that allows

us to examine heterogeneous treatment e!ects over each individual year in the sample. This

has the advantage of revealing any interesting patterns in e!ects that may exist, and also

allows us to check for pre-existing trends in the outcomes that may confound the traditional

speciÞcation of equation (1). We estimate the following equation:
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where all terms are as deÞned in equation (1). The average e!ect of lying over a booming

play in year t, relative to the reference year 2000 is given by�
t

. More precisely,�
t

measures

the average di!erence in ln(Crimes/Pop) between treatment and control counties in yeart,

relative to the di!erence in 2000.

In addition to the counties dropped due to UCR data issues described in the previous

section, we restrict our baseline sample of counties in the following ways. First, if a county

reports zero crimes of any kind in a given year, we assume that no data was collected and

drop the observation. Second, we drop Illinois counties from all speciÞcations, as the state in

general demonstrates implausible patterns of year-to-year changes in crime reporting. Third,

since large, densely populated cities are presumably not a!ected by the shale boom (insofar

as crime rates are concerned) and are not suitable as controls for shale boom-towns, we omit

from all speciÞcations counties that are coded as ÒLarge-in a metro area with at least 1 million

residents or moreÓ by the Population Studies Center at the University of Michigan. Fourth,

we drop counties that lie over a shale play that are not classiÞed as booming, as these still may

not be suitable as controls. Lastly, for all crime regressions, we drop counties that do not have
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at least 10 non-zero counts of the crime being analyzed over the 13-year sample period. We

do this because the log transformation drops zero-count observations, so that counties that

do not meet the requirement only appear in the sample intermittently. This is not a major

concern except for relatively rare violent crimes, which we discuss and separately analyze in

Section 5.3. These restrictions and the treatment deÞnition leave us with 169 treated counties.

In the following section we Þrst present results for equations (1) and (2) including all

counties and using booming plays (rather than all plays) as our treatment deÞnition. In section

5.2 we report the results from a battery of robustness checks designed to limit unobserved

heterogeneity, alter treatment deÞnitions for robustness, and explore heterogeneous treatment

e!ects based o! of population density and country region.

5 Results

We Þrst estimate equation (1) for several demographic and economic variables. We choose

outcomes to establish that our treatment deÞnition is indeed capturing counties experiencing

a shale boom. Those outcomes are GDP per capita, mining employment13, total employment

and population.Table 20 reports the demographic e!ects of the boom for the full national

sample. There are positive and statistically signiÞcant e!ects for all four variables: GDP,

employment, mining employment, and population. Figure 1 shows the non-parametric demo-

graphic results. All outcomes increased signiÞcantly over the sample period. GDP per capita,

for example, was about 6% higher in treatment counties at the end of the sample period.

Further, all but one (mining employment) increased after the treatment period, 2005. Taken

together the results suggest that our treatment deÞnition is capturing a signiÞcant amount of

the shale boom.

13Industry employment data was collected from the Bureau of Labor Statistics, Quarterly Census of Em-
ployment and Wages database.
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Table 2: Demographic E!ects, Full Sample

(1) (2) (3) (4)
GDP Mining Emp. Total Emp. Population

Boom play*post-2005 0.022⇤⇤⇤ 0.221⇤⇤⇤ 0.025⇤⇤⇤ 0.009
(0.008) (0.037) (0.007) (0.005)

N 29324 26864 29325 29363
r2 0.57 0.13 0.26 0.27

Notes: The dependent variables are shown in the column headers. Columns
1-4 are expressed in natural logs. All regressions include county and year Þxed
e!ects. Standard errors are clustered at the county level. *,**,*** represent
signiÞcance at 10%, 5% and 1%, respectively.

Figure 1: Demographic E!ects-Full Sample
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given above the graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative
to the reference year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.
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Table 3 reports e!ects on crime for the full national sample, which is our main baseline set

of results. There are positive and statistically signiÞcant e!ects for all but one crime category

(burglary), with e!ects ranging from .047 to .13 log points. The largest treatment e!ects

occur for aggravated assault and grand theft auto.14

Table 3: Crime E!ects, Full Sample

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.108⇤⇤⇤ 0.074⇤ 0.051 0.087⇤⇤⇤ 0.133⇤⇤⇤ 0.080⇤⇤⇤

(0.040) (0.041) (0.032) (0.033) (0.036) (0.029)
N 26786 27978 28097 28271 26528 28629
r2 0.09 0.16 0.16 0.17 0.18 0.20

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure 2 shows the non-parametric crime results for the national sample. In the majority of

cases, average crime rates are clearly higher in the post-boom period, with the major increases

starting between 2003 and 2006. By the end of the sample period, most crimes are roughly

0.1-0.2 log points higher than the 2000 counterfactual, with larger e!ects for assault and grand

theft auto. The treatment e!ects for simple assault and burglary are statistically insigniÞcant

according to 5% conÞdence bounds.

5.1 Rape, Robbery, Murder

UCR contains three violent crime categories, besides aggravated assault, that are di"cult

to analyze because they occur rarely enough that a large portion of observations have zero
14Each of the treatment e!ects reported in Table 3 can be divided by the corresponding treatment e!ect

for mining employment from column 2 in Table 2 to derive a Òmining employmentÑcrime elasticityÓ. For
example, dividing the treatment e!ect for aggravated assault by that for mining employment implies that a
1% increase in mining employment is associated with a (.101/.226) = .44% increase in the rate of aggravated
assault. Carrying out this same exercise for other crimes reveals that a 1% increase in mining employment
also results in a: .30% increase in the rate of simple assault, a .20% increase in the rate of burglary, a .20%
increase in the rate of larceny, a .58% increase in rate of grand-theft auto, and a .34% increase in all crimes.
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Figure 2: Crime E!ects-Full Sample
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.

counts, which are dropped in a log transformation. Poisson or negative binomial models are

problematic because we have few enough time periods to make incidental parameter bias a

concern, and also because Þxed e!ects models with over 2000 counties are computationally

daunting for maximum likelihood estimators. Therefore we opt to analyze these outcomes

with the same speciÞcation as Equation (1), but with non-transformed crime rates as the

dependent variable (speciÞcally, incidents per 1000 people), so that zeros are included. These

results are shown in Table 4. Only the e!ect on rape is signiÞcant at a 10% level. Therefore

we Þnd only weak evidence of increases in rare violent crimes, which may reßect the much

lower level of overall variation present for these outcomes. Equation (2) was also estimated

for these rare violent crimes, but little can be gleaned from those estimations given the degree

of statistical noise.
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Table 4: Violent Crimes Rates, Full Sample

(1) (2) (3)
Rape Robbery Murder

Boom play*post-2005 0.023* 0.009 -0.000
(0.012) (0.009) (0.003)

N 27851 27851 27851
r2 0.02 0.04 0.01

Notes: The dependent variables are shown in the col-
umn headers and are expressed in rates. All regressions
include county and year Þxed e!ects. Standard errors
are clustered at the county level. *,**,*** represent sig-
niÞcance at 10%, 5% and 1%, respectively.

5.2 Robustness

The treatment deÞnition of lying over a booming shale play is akin to estimating an intent-to-

treat e!ect, with the main advantage being that it is a primarily geographic deÞnition and thus

convincingly exogenous. The disadvantage is that not all of these counties actually experienced

a shale boom, so that we may be underestimating the true treatment-on-treated. On the other

hand, basing treatment assignment on actual drilling activity raises endogeneity concerns, as

some shale Þelds are not readily exploited due to environmental worries of the local population.

If the tendency to allow fracking is correlated with trends in crime, then assignment based

on drilling activity could be biased. However, drilling-based assignment would yield a more

targeted treatment group. To account for these tradeo!s, as one robustness check we use an

alternative treatment deÞnition based on drilling activity. We use data generously provided

to us by Drillinginfo, Inc., which contains information on all oil and gas wells drilled in the

United States since the 1970s. We follow Jacobsen & Parker (2014) in basing this treatment

deÞnition on new wells drilled rather than oil and gas production since, as they argue, Òdrilling

triggers the inßux of capital and labor most often associated with boomtownsÓ.

Following Jacobsen & Parker (2014), we base our alternative treatment deÞnition on the

increase in drilling activity that occurred after the shale boom started. SpeciÞcally, we cal-

culate the average number of wells per year that begin producing between 1999-2003 as a
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ÒcounterfactualÓ drilling estimate.15 We then count the number of ÒextraÓ wells over and

above the counterfactual during the period 2004-2013. We assign a county to the treatment

group if, in addition to lying over a shale play (not necessarily a booming play), the average

number of extra wells per year exceeds the counterfactual by more than 50%. Because this

deÞnition alone could still include very small increases in drilling, we additionally require that

the total number of extra wells during the boom period is at least 50. Because these thresholds

are necessarily arbitrary, we use alternative cuto!s of 30 and 70. For the cuto! at 50 wells,

this yields a treatment group of 113 counties. After assigning the treatment group in this way,

we drop all counties that lie over shale plays that are not assigned to the treatment group.

Table A1 in Appendix B reports the results when using this alternative treatment assign-

ment, which are comparable to those of the baseline speciÞcation. The e!ects on aggravated

assault and burglary are smaller (and remain insigniÞcant in the case of burglary), but larger

for all other crime categories. Results for rape, robbery and murder are shown in Table A2

and are likewise similar to the baseline results, with only the e!ect on rape signiÞcant at a 10%

level. Table A3 and A4 give the results using a 30 and 50 well threshold for the alternative

treatment deÞnition, respectively. The results are largely maintained, with the biggest dif-

ference being that the treatment e!ect for larceny becomes statistically insigniÞcant. Figures

A4, A5 and A6 show the non-parametric speciÞcation results, which also show similar e!ects

on crime.

We implement a battery of other robustness checks for the baseline set of results. We

start by limiting the control and treatment group of counties to low density counties only.

This approach reveals whether rural areas (where much of the drilling activity takes place)

were unequally impacted by the shale boom. Additionally, one may expect that treatment

e!ects are dampened in urban areas with dense populations where many crimes are naturally

committed. To do this we Þrst omit counties that are classiÞed as being in a metropolitan or

15It is worth noting that new wells may imperfectly capture the extent of a shale-energy boom as a single
well can be fractured multiple times, each time requiring a capital and labor input.
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micropolitan area by the Population Studies Center. We then also omit counties with a popu-

lation density of 100 people or more per square mile. While this speciÞcation cuts a signiÞcant

number of counties from the sample, it indicates whether the shale boom di!erentially a!ects

more rural, sparsely populated counties. The results from the estimation of equation (1) are

given in Table A5. All treatment e!ects enter positively and are statistically and qualitatively

signiÞcant. Treatment e!ects now range from 0.10 (burglary) to 0.259 (grand theft auto). The

treatment e!ect for assault is 0.205. The non-parametric results using only low population

density counties is given in Figure A7. These results are similar to the baseline set, but the

magnitudes are increased.

Western North Dakota was uniquely impacted by the development of shale oil in the mid

2000s. Not only was the increase in energy production particularly profound there, but North

Dakota is geographically isolated and had not previously experienced an energy boom of this

magnitude. All of this suggests that the treatment e!ects may be elevated in western North

Dakota counties. We consider this by limiting the sample of counties to those within the

Mountain West region comprising of Wyoming, Colorado, Montana, North Dakota and South

Dakota. The results from the estimation of equation (1) are given in Table A6. As expected,

the treatment e!ects are much higher than those for the national sample (and all, with the

exception of that for simple assault, are statistically signiÞcant). For example the treatment

e!ect for aggravated assault is now 0.516. The non-parametric results are given in Figure A8.

All of the treatment e!ects are larger by the end of the sample period and generally increase

in tandem with the timing of the Bakkan oil boom.

We also estimate equations (1) and (2) after omitting North Dakotan counties from the

sample. This assures that the baseline results are not driven by a single state which may

be an outlier. These results are given in Table A7 and Figure A9. The results are similar

to those using the full sample. The treatment e!ects estimated from equation (1) are all

qualitatively and statistically signiÞcant (with the exception of that for burglary). These
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results are complimented by the non-parametric estimation, especially for aggravated assault.

Recall that to deal with incomplete UCR data reporting we (1) drop counties that expe-

rienced implausible variation in crime rates, (2) drop counties that had exceptionally weak

coverage over the sample period, and (3) control for the share of the population for which

crime statistics are reported. For robustness, we re-estimate equations (1) and (2) without

making these UCR adjustments. The results are given in Table A8 and Figure A10 and gen-

erally compliment the baseline results suggesting that non-reporting is not creating bias in

our estimates.

Since the UCR data reports population at the agency level, an alternative way of addressing

incomplete agency reporting is to calculate crime rates using the total population covered by

reporting agencies. However, because of various irregularities in how population is distributed

among agencies, this method produces a relatively large number of extreme and implausible

changes in crime rates within a county. For this reason we prefer the methods described above

in the main speciÞcation, which generally control for agency reporting changes while being

less susceptible to outliers. However, as a robustness check we use crime rates calculated with

the sum of population counts covered by reporting agencies. The results are given in Table

A9 and Figure A11. The results generally compliment the baseline ones. For speciÞcation

(1), the treatment e!ects range from 0.050 (burglary) and 0.157 (grand theft auto) and are

statistically signiÞcant for all crimes except for burglary. The non-parametric, results show

that treatment e!ects generally rise in tandem with the timing of the shale boom, especially

for aggravated assault.

Table A10 and Figure A12 give the results from estimating equations (1) and (2) af-

ter deÞning treatment counties using all shale plays, rather than those deÞned as Òbooming

playsÓ (see Figure A3). This robustness check addresses the concern that, by selectively choos-

ing only those plays that ÒboomedÓ, our treatment deÞnition is not based on the geological

distribution of plays, but rather on observed drilling activity and hence estimates may su!er
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from endogeneity bias. Consistent with our ex-anti expectations, deÞning the treatment group

using all plays, the treatment e!ects are reduced both qualitatively and statistically. In fact,

for estimation equation (1) the treatment e!ect is statistically signiÞcant for only larceny,

grand theft auto, and our measurement of ÒAllÓ crimes. The estimates range from 0.02 to

0.058.

Table A11 and Figure A13 report the results after deÞning the dependent variables as

crime rates, rather than the natural log of crime rates.16 The results are roughly equivalent

to the baseline set of results. The treatment e!ect is clearly larger at the end of the sample

period relative to the beginning. However, the treatment e!ect generally rises prior to the

2005 treatment date.

To the extent that the Census Bureau failed to accurately measure the rapid rise in popula-

tion in some boom towns, this may create bias in our estimates. SpeciÞcally, an under-reported

population in boom towns would tend to create upward bias in our estimates (towards rejecting

our null hypothesis of no e!ect). We therefore also estimate equations (1) and (2) using (log)

crimes per employee as the dependent variable, rather than crimes per population. County

by year employment Þgures were collected from the Bureau of Economic Analysis (BEA) and

refers to all full and part-time employees. This data is a byproduct of various federal and state

government social insurance programs and tax codes, originating either from payment to the

employee or by the employer (e.g., state unemployment beneÞt programs, state and federal

Medicaid/Medicare programs, social security, and income taxes). Importantly, this data, col-

lected 12 times a year, corresponds to place-of-work, not place-of-residence. Jobs that were

only worked part of the year are weighted accordingly. The results using crimes per employee

are given in Table A12 and Figure A14. The treatment e!ects are roughly equivalent to the

baseline set of results suggesting that under-reporting of population in key boom towns by

the Census Bureau is not creating signiÞcant bias in our estimates.

16This is not our preferred measure of crime rates as it complicates the interpretation of the results and
increases concerns of outlier bias.
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Finally, Table A13 and Figure A15 report the crime results when replacing the year Þxed

e!ects with state-by-year Þxed e!ects, which controls for any year-level shocks common to

all counties within a state. However, to the extent that entire states were impacted by the

shale boom, the estimated county-level treatment e!ects would be diminished. Nonetheless,

this approach generally yields similar estimates to our baseline ones. Estimating equation

(1) yields positive and signiÞcant treatment e!ects for all crimes except for simple assault

and burglary. Referring to the non-parametric estimations, treatment e!ects largely rise in

tandem with the timing of the shale energy boom.

6 Potential Mechanisms

In this section we explore some of the potential explanations for our results. We stop short

of testing speciÞc mechanisms as such an exercise requires a signiÞcant undertaking, worthy

of a separate paper. Instead, we explore whether any potential mechanisms can be ruled out.

The potential mechanisms we consider are: 1) changing demographics, 2) criminal migration,

3) rising income inequality, and 4) inadequate police response to a rising population.

6.1 Demographic Shifts

One potential explanation of the observed rise in crime rates is an increase in the percent of

the population that is young, male, or both young and male. According the Federal Bureau of

Investigations, in 2011 males committed 82% of the motor vehicle thefts, 99% of the forcible

rapes, and 78% of the aggravated assaults. Further, while the population aged 20-29 was equal

to the population aged 50-59, the younger age group committed 35% of all part one o!enses

in 2011 whereas the older cohort committed just 8% of the crimes (these data were collected

from the FBI UCR database.) We explore this idea by replacing the dependent variable in

estimation equation (2) with the (non logged) percent of the population that is male and the
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Figure 3: Young and Male Population E!ects-Full Sample
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.

percent of the population that is young (aged 20-39). Figure 3 gives the results from the

non-parametric estimation. Clearly the percent of the population that is male increases over

the sample period. By 2013 the treatment e!ect is approximately .004, implying that from

2000 to 2013, the percent of the population that is male in the average treatment county

increased by only 0.4 percentage points. Not only is this qualitatively a small number, but

this e!ect appears to be driven by pre-existing trend, and is not likely due to the shale boom.

Similar results are found when looking at the percent of the population that is young. We

conclude that there is little evidence that the observed rise in criminal activity is driven by

age or gender demographic shifts.

6.2 Criminal Migration

Do boom towns provide people with the opportunities and incentives to commit crimes, or do

criminals simply move to boomtowns? Ideally, we could examine the migratory behavior of

criminally-prone individuals to determine whether they moved in disproportionate numbers

to shale-rich counties during the shale boom. Of course identifying who is Òcriminally proneÓ

is di"cult. One approach might be to study the migratory behavior of previously convicted
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felons. Such a federal registry of felons does not exist, or is at least not publicly available.

However, in 1996 the Sexual O!ender Act was signed into law by President Bill Clinton. This

law, commonly referred to as ÒMeganÕs LawÓ made public a registry of previously convicted

sexual o!enders. We make use of this data and examine 1) whether shale-rich counties in

North Dakota have a disproportionate number of registered sex o!enders (RSOÕs) residing in

them and 2) whether previously registered individuals disproportionately moved to shale-rich

counties in North Dakota.

Data on RSOÕs living in North Dakota are available at sexo!ender.nd.gov. This data

set details where each o!ender lives and the time and place of all previous o!enses. We

omit those o!enders that are currently incarcerated as such individuals do not pose a threat

to society and are disproportionately reßected in counties with jails and prisons. The data

are cross-sectional, with a total of 53 observations (one for each county in North Dakota)

of 2014 registration records. While the results are quite striking, they should nonetheless

be viewed with caution as bias created from unobserved heterogeneity is an obvious concern

when working with cross-sectional data sets.

As a starting point, we individually regress the natural log of RSOÕs per capita, aggregated

at the county level, on a variety of indicator variables that describe whether a county is

shale rich. We then restrict the data set by omitting those people that possibly moved to

North Dakota after the shale boom began. This approach reveals whether residents of North

Dakota became sexual o!enders as a result of the boom, or whether previously registered

o!enders simply moved to booming counties. This approach requires removing migrants from

both the numerator and denominator of the dependent variable, ln(RSOs/Population). To

remove migrants from the numerator, we drop all RSOs that committed their registering

o!ense in another state. For example, an RSO that committed their registering o!ense in

New Hampshire in 1999, but in 2014 lives in Williams, North Dakota, is assumed to have

previously lived in New Hampshire, committed a sexual crime, and then moved to North
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Dakota sometime between 1999 and 2014. This migrant was clearly a sexual o!ender prior

to moving to North Dakota and is hence dropped from the data set. Eliminating migrants

from the denominator of the dependent variable is e!ectively achieved by replacing the 2014

population in county i with that in 2000. The idea here is that the population of a typical

treatment county, relative to that of a typical control county, should have remained relatively

constant in the absence of the boom.

We use three di!erent treatment deÞnitions. First, we apply the methodology previously

employed in this paper, namely, we deÞne a treatment county as one lying above the Bakken

shale formation. As previously discussed, this approach provides us with exogenous variation

in our treatment deÞnition, but comes at the cost of added statistical noise. We therefore

also deÞne a treatment county as one that was producing any oil in 2012. The beneÞt of

this speciÞcation is that it more accurately describes mining activity but does not distinguish

between counties producing a lot or a little oil, which is helpful as this measure is still likely

to provide moderately exogenous variation in our treatment deÞnition. Lastly, we deÞne a

county as being a ÒkeyÓ oil producing county if it was one of the top Þve oil producers in the

state of North Dakota in 2012. As is described shortly, this last treatment deÞnition highlights

the sensitivity of the results to the intensity of the ÒboomÓ.

The estimated coe"cients on each of the three explanatory variables are given in Table 5.

It is important to note that the three explanatory variables are not simultaneously included

as controls. Rather, Table 5 gives the results from six separate regressions. There is evidence

that shale-rich North Dakota counties have a disproportionately large number of RSOs living

in them. For all treatment deÞnitions, the coe"cient of interest is positive and statistically

signiÞcant. The results are also qualitatively signiÞcant. For example, the top Þve oil produc-

ing counties (ÒKey ProducersÓ) had nearly twice as many registered sex o!enders per capita

living in them when compared to the control group of counties. These results are virtually

unchanged after dropping the three most populated counties from the data set: Cass (home
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to Fargo), Burleigh (home to Bismarck) and Grand Forks (home to the city of Grand Forks).

After restricting the data to include only those RSOÕs that did not previously commit a crime

in another state, the results are non-positive. Averaged across the top 5 oil producing counties,

66% of RSOs committed their registering o!ense in another state. This number is only 29%

for all other counties. This provides further evidence that the large number of RSOs living

in North Dakota boomtowns moved there having already been identiÞed as an o!ender. This

suggests that local shale booms heterogeneously attract labor that is of a Òcriminal type,Ó e.g.,

those that have criminal records and may Þnd it di"cult to Þnd gainful employment. This

of course is not to say that registered sexual o!enders are to blame for rising crime rates in

booming counties. Rather, it simply provides evidence of heterogeneous labor migration. To

the extent that this is the culprit of rising crime rates is left to future research to determine.17

Table 5: Registered Sex O!enders Per Capita

Dep. Variable Bakken Oil Producing Key Producer
ln(RSOÕs

i,2014/Pop
i,2014) .42** .323* .90***

(.171) (.172) (.213)
ln(Domestic RSOÕs

i,2014/Pop
i,2000) .014 -.066 -.061

(.172) (.154) (.141)
N 53 53 53

Note: ln(RSOÕs/Pop) refers to the natural log of the number of registered sex o!enders
per person. ln(Domestic RSOÕs/Pop) refers to the natural log of the number of registered
sex o!enders, that committed the registering o!ense in North Dakota, per person. Bakken
is an indicator variable for whether the center of the county lies above the Bakken shale
play. Oil Producing is an indicator variable for whether the county produced any oil in
2014. Key Producer is an indicator variable for whether the county was one of the top
Þve North Dakota producers in 2014. *,**,*** represent signiÞcance at 10%, 5% and 1%,
respectively.

17We carry out an identical analysis using Texas county data and Þnd insigniÞcant results; we donÕt report
those speciÞc results for brevity. One potential explanation is that, because Texas has long been an oil-rich
state that experienced previous energy booms, and has roughly 10 times higher population density, the shale
boom did not create the same kind of labor shortages as those that existed in parts of North Dakota during
the shale boom. If we run the main regression speciÞcations (equations (1) and (2)) with Texas counties only,
we still see signiÞcant crime e!ects qualitatively similar to the main results. This suggests another mechanism
is driving the rise in crime rates.
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6.3 Increased Income Inequality

Towards the beginning of this paper we discussed some of the theoretical (e.g., Becker, 1968)

and empirical (e.g., Kelly, 2000) evidence in favor of the idea that income inequality leads to

more violent and property crimes. And there are reasons to think resource booms elevate local

income inequality. In a 2011 New York Times article titled ÒA Great Divide Over Oil RichesÓ,

A. G. Sulzberger writes that ÒNo other county [than Mountrail] in the state [of North Dakota]

has had a bigger jump in the number of households earning more than $100,000, which spiked

to 21 percent from 6 percent during the last decade...But much like the crude below, the

beneÞts have spread unevenly, often as a result of decisions made long agoÓ. The link between

natural resources and income inequality more generally has been studied in the development

literature (Gylfason and Zoega, 2003; Loayza, Mier and Teran, 2013). In this subsection, we

explore the extent to which the shale-energy boom elevated local income inequality, and to

the best of our knowledge, we are the Þrst to do so.

County by year estimates of household income inequality are computed using mean and

median household income. Aggregate county-level income data were collected from the Bu-

reau of Economic Analysis Regional Accounts Database. Mean household income was then

computed by dividing county-level income by the number of homes in each county (data on

the number of homes was collected from the U.S. Intercensal Census). Median county house-

hold income was also collected from U.S. Census Bureau. Following Kelly (2000), assuming

that income is log normally distributed, mean income in countyi is e

(µy,i+ 1
2�

2
y,i) and median

income ise(µy,i) . The log ratio of mean to median income is then12�
2
y,i

. After solving for �
y,i

,

the Gini coe"cient in county i is given by

G

i

= 2#(
�

y,ip
2

) � 1, (3)

where # is the cumulative normal distribution. G

i

2 (0, 1), whereG

i

= 0 implies perfect
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Figure 4: Income Inequality
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= 1 implies perfect income inequality. Averaged across all years and

counties, the estimated Gini Coe"cient is 0.4918. Averaged from 2000 to 2012, the maximum

Gini Coe"cient is 0.78 (Los Alamos, New Mexico) and the minimum is 0.09 (Kakakee, Illinois).

We explore the e!ect of the shale boom on local income inequality by re-estimating equa-

tion (2) having replaced the dependent variables with the natural log of the estimated Gini

coe"cient. The results are given in Figure 4. The treatment e!ect starts to rise in 2007

and becomes signiÞcant by 2009. By 2012, the treatment e!ect reaches .10, implying that

by the end of the sample period, the shale boom had increased household income inequality

by roughly 10%. To appreciate the magnitude of these e!ects, consider that the U.S. Gini

coe"cient increased by about 20% from 1970 to 2014 (0.39 to 0.48).19
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Figure 5: Police Per Capita
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The shale boom increased county-level populations and employment. To the extent that

the resulting number of police per capita was reduced, this may help explain our Þndings.

To explore the plausibility of this mechanism, we estimate equation (2) after replacing the

dependent variable with the log-normalized number of police o!ers per capita.20

The results are given in Figure 5. Throughout the sample period the treatment e!ect

varies little and remains statistically insigniÞcant. This suggests that local governments hired

additional police o"cers proportionally to rising populations (recall that the 2013 treatment

e!ect for population in the baseline sample is about 2.5%). This result lends little support

to the idea that the documented rise in crime rates was caused by a reduction in per capita

18An American Community Survey Brief published by the U.S. Census Bureau found that, averaged
across all counties and the years 2006-2010, the Gini coe"cient is 0.467. That report can be found at:
https://www.census.gov/prod/2012pubs/acsbr10-18.pdf

19This data is available at: https://www.census.gov/hhes/www/income/data/historical/inequality/Table%20IE-
1.pdf).

20Data describing the number of police o"cers by county and year were collected from the Federal Bureau
of Investigation Crime Statistics and can be found at: https://www.fbi.gov/stats-services/crimestats.
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policing.

This result also informs the question of whether our main crime results reßect the inci-

dence or detection of criminal activity. It is possible that, in response to increased government

revenue fueled by a booming resource sector, that police departments increase in size, e"-

ciency, or both. While we canÕt perfectly disentangle variation in the detection and incidence

of crime, it is reassuring that we fail to document a rise in police per capita.21

7 An External Cost of the Shale Boom

The documented rise in criminal activity reßects real economic costs that have been imposed

on local economies and governments. McCollister, French and Fang (2010) estimate the cost of

a ÒtypicalÓ murder, rape, assault, robbery, burglary, larceny and auto theft.22 They estimate

the cost of an assault to be, for example, $107,020. We cannot estimate the total cost of

the rise in associated criminal activity as our analysis does not include such crimes as, for

example, arson, embezzlement, fraud, vandalism and forgery.23 Nonetheless, providing cost

estimates of some of the documented criminal activity highlights the qualitative signiÞcance

of our results and we hope the analysis that follows informs related future work.

Some crimes impose so-called Òtangible costsÓ on victims. Such costs include things like

medical expenses incurred, cash losses, and Þnancial loss due to time away from work resulting

from mental or physical injury. There are also costs associated with the criminal justice system.

These costs refer to things like the cost of policing, legal and adjudication costs and corrections

costs (which include local, state and federal expenses). There are also so-called Òintangible

costsÓ which include costs associated with pain-and-su!ering and are commonly estimated

21Further, our main dependent variable is reported crimes committed, not just those crimes for which an
arrest was made. But the extent to which an economic boom increases the likelihood that an individual reports
a crime, or that a police department records that report, is an open question.

22In their study burglary is isolated to household burglary.
23Additionally, the referenced literature does not include cost estimates for simple assaults, which are not

well deÞned.
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using the jury compensation approach developed by Cohen and Miller (1988).

The per crime cost estimates used in our analysis were collected directly from McCollister

et al. (2010) and are reported in Table 6. The relevant counterfactual for this exercise is

the actual crime rate, averaged across all treatment counties less the estimated treatment

e!ect. For a given year, the counterfactual crime rate iseln( ratet)! �t where rate
t

is the actual

average crime rate per 1000 people in treatment counties in yeart. The number of additional

crimes in the average treatment county in yeart as a result of the shale boom is then given

by (rate
t

� e

ln( ratet)! �t) ⇥ Popt

1000 wherePop

t

is the average population in treatment counties in

year t (throughout the paper crimes are expressed per 1000 people).

Table 6: Per Crime Cost Estimates (2008 dollars)

Type of Crime Cost Estimate
Murder $8,982,907
Rape $240,776
Assault $107,020
Robbery $42,310
Larceny/Theft $3,532
Burglary $6,462
Motor vehicle theft $10,772

Note: Estimates taken directly from McCollister et al. (2010) and reßect 2008 dollars.
Assault refers to aggravated assault and excludes simple assault.

We compute the cost of crime for each year, 2001-2013. Violent crimes besides assault are

omitted from this analysis because the results for those crimes were erratically estimated and

largely insigniÞcant.24 Figure 6 below describes the evolution of the cost of assault, burglary,

larceny, and auto theft.

Prior to 2005 there is little pre-existing trend in the cost of crime. However, after 2005,

it begins to rise rapidly. To determine whether this is a qualitatively large e!ect, we Þrst

compute the average additional income generated by the shale boom in treatment counties for

24Including the cost of rape, which is reported to be signiÞcantly a!ected by the shale boom in Table 4
insigniÞcantly changes the cost estimates reported in Figure 6.
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Figure 6: Cost of Crime, 2001-2013
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Note: Cost data only reßects non-simple assault, burglary, larceny and
auto theft. Prices are constant and 2008 is the base year.

each year, 2001 to 2012 (of course for earlier, pre-boom years, the e!ect is insigniÞcant) and

then compare the additional income earned to the additional cost associated with elevated

crime rates. In 2013, income per capita was $1,911 higher in treatment counties as a result of

the shale boom. Because the average treatment population was 42,173, this implies a $80.5

million increase in aggregate treatment county income (using 2008 prices). This implies that

the cost of crime in 2013 (about 2 million dollars) was just 2.5% of the income gains. While

the beneÞts clearly outweigh this particular cost, it is important to emphasize that we are

capturing only a subset of the total cost of crime. Additionally, these estimates should be

viewed in the context of a broader literature that has explored a number of costly externalities

associated with the recent energy boom including reductions in home value (Muehlenbachs,

Spiller and Timmins, 2014) and negative health consequences, especially for newborns (Hill,

2013).
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8 Conclusion

The production of shale gas and tight oil increased tremendously in the United States from

2000 to 2013. While many of the direct economic impacts of this energy boom have been

documented in the economics literature, signiÞcantly less attention has been given to the

economic and social externalities associated with this surge in mining activity. This paper

uniquely considers the e!ect that the shale energy boom has had on local crime rates.

Using a variety of model speciÞcations, we document evidence that regional shale booms

elevated crime rates in counties across the United States. We document a rise in rates of all

types of crimes including assault, rape, larceny, and auto theft that coincide with the timing of

the shale boom. These results are robust to a battery of robustness checks and are particularly

robust in counties with low population densities, and the mountain west.

We Þnd little corroborating evidence that the rise in crime rates was caused by demographic

shifts or rising populations that decreased law enforcement o"cers per capita. We do however

Þnd that registered sexual o!enders moved in disproportionate numbers to boom towns in

North Dakota. To the extent that this implies a broader shift in the population makeup of

boom towns, this may help explain the documented increase in criminal activity. We also Þnd

that income inequality increased as the shale boom progressed. While existing literature has

linked income inequality to both violent and property crimes, more work ultimately needs to

be done to identify the mechanism (or mechanisms) at work.

At the end of the sample period (2013), the cost of the induced criminal activity in a

typical treatment county was just 2.5% of the income gains. However, our analysis is focused

on the short-run and immediate impact of the shale boom. It says nothing about what these

communities will look like, and speciÞcally what crime rates will be, in treatment counties 5,

10 or 20 years down the road. One speculative concern raised by our Þndings is that a resource

boomÑvia induced criminal behavior and subsequent heterogeneous labor migrationÑmay

facilitate a drain of human and physical capital and could propagate a long-term resource
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curse. Future research should explore the long-run e!ects of the immediate degradation of

local amenities more broadly (e.g., environmental quality, criminal activity, tra"c congestion)

brought about by short-run natural-resource booms.
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10 Appendix

10.1 Appendix A: Crime Definitions

The crimes considered in our analysis are listed below along with their deÞnitions, taken

directly from the 2009 FBI Uniform Crime Reporting Handbook.

Criminal homicideÑa.) Murder and non-negligent manslaughter: the willful (non-negligent)

killing of one human being by another. Deaths caused by negligence, attempts to kill,

assaults to kill, suicides, and accidental deaths are excluded. The program classiÞes

justiÞable homicides separately and limits the deÞnition to: (1) the killing of a felon

by a law enforcement o"cer in the line of duty; or (2) the killing of a felon, during

the commission of a felony, by a private citizen. b.) Manslaughter by negligence: the

killing of another person through gross negligence. Deaths of persons due to their own

negligence, accidental deaths not resulting from gross negligence, and tra"c fatalities

are not included in the category Manslaughter by Negligence.

Forcible rapeÑThe carnal knowledge of a female forcibly and against her will. Rapes by

force and attempts or assaults to rape, regardless of the age of the victim, are included.

Statutory o!enses (no force usedÑvictim under age of consent) are excluded.

RobberyÑThe taking or attempting to take anything of value from the care, custody, or

control of a person or persons by force or threat of force or violence and/or by putting

the victim in fear.

Aggravated assaultÑAn unlawful attack by one person upon another for the purpose of

inßicting severe or aggravated bodily injury. This type of assault usually is accompanied

by the use of a weapon or by means likely to produce death or great bodily harm. Simple

assaults are excluded.
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Other assaults (simple)ÑAssaults and attempted assaults where no weapon was used or no

serious or aggravated injury resulted to the victim. Stalking, intimidation, coercion, and

hazing are included.

Burglary (breaking or entering)ÑThe unlawful entry of a structure to commit a felony or a

theft. Attempted forcible entry is included.

Larceny-theft (except motor vehicle theft)ÑThe unlawful taking, carrying, leading, or riding

away of property from the possession or constructive possession of another. Examples

are thefts of bicycles, motor vehicle parts and accessories, shoplifting, pocket-picking,

or the stealing of any property or article that is not taken by force and violence or

by fraud. Attempted larcenies are included. Embezzlement, conÞdence games, forgery,

check fraud, etc., are excluded.

Motor vehicle theftÑThe theft or attempted theft of a motor vehicle. A motor vehicle is

self-propelled and runs on land surface and not on rails. Motorboats, construction equip-

ment, airplanes, and farming equipment are speciÞcally excluded from this category.
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10.2 Appendix B: Additional Tables and Figures

Figure A1: U.S.Shale Gas and Tight Oil Production, 2000-2012
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Note: Data collected from the Energy Information Administration, Shale in the United States

Figure A2: Oil and Gas Mining employment, 2000-2012
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Figure A3: U.S. Shale Plays, 2012

Legend
Booming Shale Plays

Shale Plays

Data Source: Energy Information Administration

Table A1: Crime E!ects, Alternative Treatment, 50 Well Threshold

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.088⇤⇤ 0.121⇤⇤⇤ 0.022 0.056⇤ 0.098⇤⇤⇤ 0.071⇤⇤

(0.044) (0.044) (0.034) (0.034) (0.037) (0.031)
N 25870 27054 27163 27336 25639 27690
r2 0.09 0.16 0.16 0.18 0.18 0.20

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.
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Table A2: Violent Crime Rates, Alternative
Treatment, 50 Well Threshold

(1) (2) (3)
Rape Robbery Murder

Boom play*post-2005 0.028⇤ 0.010 0.001
(0.017) (0.012) (0.004)

N 26408 26408 26408
r2 0.02 0.04 0.01

Notes: The dependent variables are shown in the col-
umn headers and are expressed in rates. All regressions
include county and year Þxed e!ects. Standard errors
are clustered at the county level. *,**,*** represent sig-
niÞcance at 10%, 5% and 1%, respectively.

Figure A4: Crime E!ects-Alternative Treatment, 50 Well Threshold
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.
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Table A3: Alternative treatment, 30 wells threshold

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.081⇤ 0.124⇤⇤⇤ 0.029 0.049 0.090⇤⇤⇤ 0.067⇤⇤

(0.042) (0.042) (0.032) (0.031) (0.035) (0.028)
N 26024 27218 27327 27500 25803 27854
r2 0.09 0.16 0.16 0.18 0.18 0.20

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A5: Crime E!ects-Alternative Treatment, 30 well threshold
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.
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Table A4: Alternative treatment, 70 wells threshold

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.097⇤⇤ 0.119⇤⇤⇤ 0.015 0.051 0.099⇤⇤⇤ 0.070⇤⇤

(0.045) (0.045) (0.037) (0.036) (0.038) (0.033)
N 25773 26932 27041 27214 25532 27568
r2 0.09 0.16 0.16 0.18 0.18 0.20

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A6: Crime E!ects-Alternative Treatment, 70 well threshold
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.
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Table A5: Crime E!ects, Low-Density Counties Only

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.205⇤⇤⇤ 0.178⇤⇤ 0.113⇤⇤ 0.193⇤⇤⇤ 0.257⇤⇤⇤ 0.163⇤⇤⇤

(0.066) (0.072) (0.056) (0.055) (0.054) (0.049)
N 12188 13213 13272 13466 12030 13707
r2 0.08 0.15 0.13 0.16 0.12 0.18

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A7: Crime E!ects-Low Density Counties
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Table A6: Crime E!ects, Mountain West Only

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.494⇤⇤⇤ 0.245 0.268⇤⇤⇤ 0.344⇤⇤⇤ 0.386⇤⇤⇤ 0.328⇤⇤⇤

(0.143) (0.185) (0.097) (0.121) (0.114) (0.123)
N 1846 2297 2174 2332 1878 2482
r2 0.16 0.16 0.11 0.13 0.12 0.17

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.
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Figure A8: Crime E!ects-Mountain West
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Notes: Each graph displays the results of estimating equation (2) with the dependent variable given above the
graph. Each point on the graph represents the treatment e!ect estimate for yeart, relative to the reference
year 2000. 95% conÞdence intervals with errors clustered at the county level are shown.

Table A7: Crime E!ects, North Dakota Omitted

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.097⇤⇤ 0.076⇤ 0.041 0.077⇤⇤ 0.119⇤⇤⇤ 0.072⇤⇤

(0.040) (0.041) (0.032) (0.033) (0.036) (0.029)
N 26565 27550 27670 27823 26202 28163
r2 0.09 0.16 0.16 0.18 0.18 0.20

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.
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Figure A9: Crime E!ects-North Dakota Omitted
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Table A8: No UCR adjustments

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.129⇤⇤⇤ 0.088⇤⇤ 0.064⇤ 0.106⇤⇤⇤ 0.149⇤⇤⇤ 0.099⇤⇤⇤

(0.043) (0.042) (0.035) (0.035) (0.036) (0.031)
N 27960 29325 29440 29702 27541 30201
r2 0.03 0.08 0.05 0.05 0.11 0.04

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Table A9: Reporting Agency Population Estimates

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.110⇤⇤⇤ 0.078⇤ 0.054 0.087⇤⇤⇤ 0.151⇤⇤⇤ 0.083⇤⇤⇤

(0.041) (0.041) (0.033) (0.034) (0.041) (0.030)
N 26749 27928 28046 28216 25891 28569
r2 0.09 0.13 0.11 0.16 0.17 0.17

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.
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Figure A10: No UCR adjustments
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Figure A11: Reporting Agency Population Estimates
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Table A10: Crime E!ects, All Play Treatment DeÞnition

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Play*post-2005 0.044 0.030 0.020 0.047⇤⇤ 0.058⇤⇤ 0.039⇤⇤

(0.029) (0.030) (0.021) (0.021) (0.025) (0.019)
N 29505 30773 30899 31096 29273 31457
r2 0.09 0.16 0.17 0.18 0.19 0.20

Notes: The dependent variables are shown in the column headers and are expressed in
natural logs. All regressions include county and year Þxed e!ects. Standard errors are
clustered at the county level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A12: Crime E!ects-All Play Treatment DeÞnition
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Table A11: non-transformed crime rates

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.194⇤⇤ 0.662⇤⇤ 0.098 0.702⇤ 0.130⇤⇤⇤ 2.329⇤⇤⇤

(0.086) (0.263) (0.153) (0.362) (0.047) (0.851)
N 27111 28141 28197 28338 26993 28636
r2 0.07 0.12 0.12 0.19 0.18 0.19

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A13: Non-transformed rates
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Table A12: Crime E!ects, Employment Population Proxy

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.094⇤⇤ 0.063 0.039 0.076⇤⇤ 0.118⇤⇤⇤ 0.070⇤⇤

(0.040) (0.041) (0.033) (0.033) (0.036) (0.029)
N 26787 27979 28098 28272 26529 28630
r2 0.09 0.16 0.17 0.19 0.18 0.21

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A14: Employment Population Proxy
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Table A13: Crime E!ects with State-Year Fixed E!ects

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.127⇤⇤⇤ 0.056 0.048 0.069⇤ 0.114⇤⇤⇤ 0.069⇤⇤

(0.045) (0.047) (0.036) (0.038) (0.042) (0.033)
N 26786 27978 28097 28271 26528 28629
r2 0.12 0.20 0.19 0.20 0.21 0.23

Notes: The dependent variables are shown in the column headers and are expressed in natural logs.
All regressions include county and year Þxed e!ects. Standard errors are clustered at the county
level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.

Figure A15: State Year FEs
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Table A14: 2007 treatment year

(1) (2) (3) (4) (5) (6)
Agg. Assault Sim. Assault Burglary Larceny Auto All

Boom play*post-2005 0.156⇤⇤⇤ 0.075⇤ 0.025 0.053 0.108⇤⇤⇤ 0.065⇤⇤

(0.044) (0.039) (0.032) (0.033) (0.038) (0.029)
N 26786 27978 28097 28271 26528 28629
r2 0.09 0.16 0.16 0.17 0.18 0.20

Notes: The dependent variables are shown in the column headers. Columns 1-4 are expressed in
natural logs. All regressions include county and year Þxed e!ects. Standard errors are clustered at
the county level. *,**,*** represent signiÞcance at 10%, 5% and 1%, respectively.
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Table A15: Summary Statistics
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Note: Numbers in parentheses are standard errors. Numbers in
brackets are sample sizes.
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